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ABSTRACT
Given the increasing amount of time people spent on driving, the
physical and mental health of drivers is essential to road safety.
Breathing patterns are critical indicators of the wellbeing of drivers
on the road. Existing studies on breathing monitoring require active
user participation of wearing special sensors or relatively quiet envi-
ronments during sleep, which are hardly applicable to noisy driving
environments. In this work, we propose a fine-grained breathing
monitoring system, BreathListener, which leverages audio devices
on smartphones to estimate the fine-grained breathing waveform
in driving environments. By investigating the data collected from
real driving environments, we find that Energy Spectrum Density
(ESD) of acoustic signals can be utilized to capture breathing pro-
cedures in driving environments. To extract breathing pattern in
ESD signals, BreathListener eliminates interference from driving
environments in ESD signals utilizing background subtraction and
Ensemble Empirical Mode Decomposition (EEMD). After that, the
extracted breathing pattern is transformed into Hilbert spectrum,
and we further design a deep learning architecture based on Genera-
tive Adversarial Network (GAN) to generate fine-grained breathing
waveform from theHilbert spectrum of extracted breathing patterns
in ESD signals. Experiments with 10 drivers in real driving environ-
ments show that BreathListener can accurately capture breathing
patterns of drivers in driving environments.
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1 INTRODUCTION
People spent more and more time traveling on roads with car trips.
According to statistics, 76% of people in American spend an average
of more than 25 minutes every day driving for commuting[24]. The
increasing time spent in driving brings more concern on drivers’
physical and mental health, which is essential for building a safe
driving environment. Vital signs such as breathing is a good indica-
tor of drivers’ health status[5]. And passive breathing monitoring
is desirable because the monitoring system should facilitate safe
driving instead of a distraction to the driver inside of the vehicle.
Once the breathing patterns are obtained, potential health issues of
drivers, including drowsy, fatigue, etc., can be detected and alarmed
in advance. Therefore, a fully automatic and passive monitoring
system to capture drivers’ breathing patterns, which should not
need drivers’ active involvement, is highly desirable.

There have been some existing studies on breathing monitor-
ing leveraging RF-signals[30][32], WiFi signals[1][19][2], acoustic
signals[26][27] and sensors on smartphones[15][3]. However, most
of these approaches can only provide with coarse-grained breathing
patterns such as breathing rate. Moreover, these approaches either
require the subject to be relatively stationary(e.g., sleeping)[26][19],
or need a relatively quiet environment[32][27] (e.g., home or of-
fice). In driving environments, to accurately monitor drivers’ body
status(i.e, providing clinic-level breathing analysis), we need to
estimate fine-grained breathing waveforms from dynamic drivers
in noisy vehicular environments. There also have been works moni-
toring vital signs in driving environments, including breathing [11],
EEG[29], and cardiac[23]. These studies are based on pre-deployed
infrastructures, which are intrusive to drivers.

Towards this end, a fine-grained breathing monitoring system in
driving environments, which does not depend on any pre-deployed
infrastructure and additional hardware, is essential to provide ubiq-
uitous healthcare services for drivers. Since acoustic signals have
advantages of easily accessible and slow propagating velocity, they
have been utilized in recent researches to track the fine-grained
movements of objects[21][28][39]. Considering that breathing brings
regular movements of chest and abdomen, we study whether it is
feasible to utilize acoustic signals with drivers’ smartphones for
fine-grained breathing monitoring in driving environments. To
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realize the acoustic-based breathing monitoring, we face several
challenges in practice. First, the approach needs to eliminate the
interferences of acoustic signals’ multi-path propagation in driving
environments. Second, the approach should be robust to various
driving environments, including different road types, traffic condi-
tions and smartphone placements of drivers. Third, the approach
oughts to generate the fine-grained breathing waveform from the
limited acoustic devices on smartphones.

In this paper, we first analyze the feasibility of utilizing acoustic
signals to capture breathing patterns during driving, and find that
Energy Spectrum Density (ESD) of acoustic signals can be used
to sense breathing procedures in driving environments. Based on
the observation, we propose a fine-grained breathing monitoring
system, BreathListener, which leverages acoustic devices on smart-
phones to estimate the fine-grained breathing waveform in driving
environments. BreathListener first eliminates the non-movement
interferences in ESD signals utilizing background subtraction. Then,
BreathListener separates breathing from other movements in driv-
ing environments utilizing Ensemble Empirical Mode Decomposi-
tion (EEMD), and extracts breathing patterns in ESD signals. Since
Hilbert spectrum can show the instant frequency of the waveforms,
we further transform the extracted breathing pattern is into Hilbert
spectrum. Finally, we design a deep learning architecture based on
Generative Adversarial Network (GAN), which can generate fine-
grained breathing waveform from the Hilbert spectrum of extracted
breathing patterns in ESD signals. Our experiments validate the
accuracy and robustness of BreathListener in various real driving
environments.

We highlight our main contributions as follows:
• We design a breathing monitoring system, BreathListener,
which leverages acoustic devices on smartphones to obtain
the fine-grained breathing waveform for drivers in real driv-
ing environments.

• We find that ESD of acoustic signals can be utilized to cap-
ture breathing waveform in driving environments, and fur-
ther eliminate the interferences of environment noises and
extract the breathing pattern in ESD signals leveraging back-
ground subtraction and EEMD method.

• We propose a deep learning architecture for BreathListener
based on GAN, which can be utilized to generate fine-grained
breathing waveform from the Hilbert spectrum of extracted
breathing patterns in ESD signals.

• We conduct experiments in real driving environments and
the results show that BreathListener achieves an average er-
ror of 0.11bpm for breathing rate estimation, and an average
correlation coefficient of 0.95 compared to ground truth for
breathing waveform estimation.

The rest of the paper is organized as follows. Section 2 introduces
the background and preliminaries. Section 3 presents the system
design of BreathListener. The evaluation results is shown in Section
4. Section 5 gives the discussion. Related works are reviewed in
Section 6. Section 7 concludes the paper.

2 BACKGROUND AND PRELIMINARIES
As one of the most significant vital signs of life, breathing patterns
play a fundamental role in reflecting the status of the human body.

(a) Inhale (b) Exhale

Figure 1: Illustration of breathing procedure in driving envi-
ronments.

Therefore, it is of great significance to monitor the breathing of
drivers for providing health services in driving environments.

2.1 Breathing Mechanism
Breathing is the process of human body to facilitate gas exchange
with the environment[9]. Typically, the breathing procedure con-
sists of repetitive cycles of inhalation and exhalation. During in-
halation, the diaphragm contracts and intercostal muscles pull the
ribs upwards, which causes the chest to expand. Meanwhile, with
the air breathed in, the abdominal muscles stretch, which leads
the abdomen to bulge, as shown in Fig.1(a). As for exhalation, all
the muscles of inhalation relax, and the chest and abdomen return
to resting position by elasticity, as shown in Fig.1(b). Breathing
procedure is automatically controlled by the human body, and thus
is highly related to activity levels[5].

In driving environments, the body status of drivers can be indi-
cated by their breathing patterns, and the most widely used index is
breathing rate. However, breathing rate is a rather coarse-grained
indicator. For example, when the breathing rate of a driver becomes
a bit slower than normal, it is hard to tell whether the driver is in
a relax mode or becomes tired and sleepy. To accurately indicate
the body status of drivers, fine-grained breathing information is
required. In this case, when a driver becomes tired or sleepy, usually
the tidal volume (the volume of air displaced between an inhalation
and exhalation) becomes smaller than normal[25], while the tidal
volume remains normal when the driver is in a relax mode. Since
breathing waveform contains the information of flow rate, tidal vol-
ume and airway pressure for each inspiration and expiration. It can
be taken as an accurate indicator for a number of diseases(including
airway obstruction, congestive heart failure, atelectasis, etc.) and
body status(including drowsy, drunk, etc.)[6]. Therefore, it is nec-
essary to monitor the fine-grained breathing waveform of drivers
in driving environments for preventing potential health problems
and traffic accidents.

2.2 Capturing Breathing Waveform with
Acoustic Signals

For ubiquitous breathing monitoring, RF and Wi-Fi sensing are
developed quickly during these years, but they either need addi-
tional hardware implementations or not able to obtain the fine-
grained breathing waveform. Since acoustic signals can be easily
accessed without special hardware, and have relative slow transmis-
sion speed, it has been utilized to track the fine-grained movements
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of objects[21][26][39][44]. These approaches are either frequency-
related or phase-related, which are designed for quantitatively track-
ing the movements of objects, so they can accurately track the most
notable movement (usually the largest/fastest movement or move-
ments of nearest object) that cause a dominate frequency or phase
change in acoustic signals. For those less notable movements (usu-
ally the smaller/slower movement comparing to other movements),
these approaches take them as background noises. However, since
drivers constantly perform notable bodymovements during driving,
such as steering, braking, etc. Comparing to these movements, the
breathing of drivers are less notable in frequency or phase changes.
Therefore, these approaches based on phase or frequency could
be unsuitable to sense body movements brought by breathing in
driving environments.

Energy Spectrum Density (ESD) of acoustic signals describes
how the energy of acoustic signals is distributed with frequency
in space, and thus is able to sense the movements of all objects
around as changes in energy distribution. Therefore, to monitor
the breathing waveform in noisy driving environments, we utilize
ESD of acoustic signals obtained by smartphones.

In the following, we first show that ESD signals can capture
chest and abdominal movements brought by breathing of drivers,
and further show that the breathing pattern will not be ignored
in ESD signals even with the body movements of drivers during
driving.

Specifically, an acoustic tone T (t) = sin(2π f t + ϕ), with the
frequency f and the initial phase ϕ, is transmitted continuously
through the speaker of a smartphone and then propagates with
various paths, and finally gets received by the microphone of the
same phone. The received signal at time t can be represented as:

R(t) =
∑
i ∈Ω

Aisin(2π f t + ϕi ), (1)

where Ω denotes the set of all paths of acoustic signals, Ai is the
coefficient representing the amplitude reduction of the acoustic
signal of path i , which approximately satisfies Ai ∝ 1/di , with di
been the corresponding propagation distance, ϕi is corresponding
to the initial phase ϕ and the phase change during the propagation
in path i . Then, ESD of R(t) can be represented as:

ESDR(t ) = (
∑
i ∈Ω

Ai )
2

= (
∑
j ∈α

Aj )
2 + (

∑
k ∈Ω\α

Ak )
2 + 2

∑
j ∈α

Aj
∑

k ∈Ω\α

Ak ,
(2)

where α is the set of paths related to the chest and abdomen of
a driver, while Ω \ α is the set of other possible paths.

It can be seen from Eq.2, when a driver breathes, the movements
of the chest and abdomen cause the changes of the term (

∑
j ∈α Aj )

2,
and then reflects on ESD of received signal ESDR(t ). Concretely,
with a smartphone in the vehicle, when the driver inhales, the dis-
tance of each corresponding path dj (j ∈ α) becomes smaller, then
the coefficient of acoustic signals that propagate in path Aj (j ∈ α)
become larger (Ai ∝ 1/di ), resulting in the increase of energy spec-
trum ESDR(t ). On the contrary, ESDR(t ) decreases when the driver
exhales. Therefore, ESD signals can be used to capture movements
of chest and abdominal brought by breathing of drivers.

(a) Acoustic sensing for both breathing
and hand movements
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Figure 2: Illustration of hand movement and breathing
movement effects on ESD signals.

When driver performs some body movements during driving,
such as steering, braking, etc., Eq.2 can be rewritten as

ESDR(t ) = (
∑
j ∈α

Aj +
∑
k ∈β

Ak +
∑

l ∈Ω\(α∪β )

Al )
2, (3)

where α is the set of paths related to breathing of drivers, β is the
set of paths related to body movement like steering, note that α
and β may have some overlap paths, and Ω \ (α ∪ β) is the set of
other possible paths for acoustic signals.

According to Eq.3, it is clear that both breathing and other body
movement of a driver can be reflected in ESD signals as changes
in term

∑
j ∈α Aj and

∑
k ∈β Ak , respectively. However, it is hard to

determine form Eq.3 which term brings the dominate changes in
ESD signals. Fig.2(a) shows a case when a driver is breathing while
performing a hand movement at the same time. Although the hand
movement usually has larger speed (i.e., larger change in individual
Ai ) comparing to the breathing, the corresponding paths of hand
movements may be smaller(i.e., smaller coverage in β compared
with α ), as shown in Fig.2(a). To exploit the influence of these two
movements in ESD signals, we conduct a simple experiment in the
lab. During the experiment, the subject sits in a chair, while the
smartphone that generates acoustic signals moves away from the
subject step by step (0.2m per step). For each step, the smartphone
computes the standard deviation of ESD signals for breathing and
hand movement(hold the breath when performing) of the subject,
respectively. The result is shown in Fig.2(b). It can be seen from
Fig.2(b) that breathing brings larger changes in ESD signal when
the distance is within 2m, and becomes the dominate change(2X
larger than hand movements) when the distance is smaller than 1m.
Since the driving environment is a rather small space (< 1m), the
changes brought by breathing of a driver is always non-ignorable
in ESD signals.

To obtain ESD signals, we use a smartphone to generate contin-
ues pilot tones from the speaker and collect acoustic signals from
the microphone. The frequency of the pilot is set as 20kHz to avoid
been interfered by acoustic noises in driving environments (e.g.,
music, talking, etc.) and heard by people. The sampling rate of the
microphone is set at 48kHz, which is the highest sampling rate for
off-the-shelf smartphones. After that, we transform the collected
acoustic signal into frequency domain using 2048-point Fast Fourier
Transformation (FFT), which corresponds to the time resolution of
40ms . Then, ESD of received signals can be calculated by:

ESDR(t ) =
FFTN (R(t))2

N
, (4)
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(a) Case 1: a driver sits in vehicle without movements
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(b) Case 2: a driver in the driving state

Figure 3: Illustration of different methods for estimating
breathing in driving environments.

whereN = 2048. In practice, we only care about ESD signals around
20kHz in frequency domain, then Eq.4 turns to:

ESDR(t ) =
1
N

20kHz+∆f∑
f =20kHz−∆f

(R(f ))2, (5)

where R(f ) = FFTN (R(t)) and ∆f is set to be 20Hz considering the
influence of Doppler effect to the pilot.

We further conduct an experiment to capture the breathing pat-
tern of a volunteer utilizing frequency modulate-based approach,
phasemodulate-based approach and ESD signals, respectively. These
three approaches are tested in two cases: case 1 is the scenario that
the volunteer sits in a static vehicle without any movements, so
that the only movement of the body is caused by breathing; case 2 is
the scenario that the volunteer is driving, so the movements of the
volunteer contains breathing and other body movements. During
the experiment, the smartphone is fixed on the instrument panel of
the vehicle, and the subject wears a NEULOG respiration monitor
logger sensor[36] to provide the baseline of breathing waveform.

Fig.3 illustrates the results of different acoustic approaches in
our experiment, where we randomly sample a 20s slice from each
case. It can be seen from Fig.3(a) that all three methods can capture
the breathing pattern when the volunteer and vehicle are static,
and comparing to baseline, frequency modulate-based and phase
modulate-based method performs better than ESD signals because
they can quantitatively tracking the movements of breathing. While
as shown in Fig.3(b), when the volunteer is driving, the estimating
results of frequency modulate-based and phase modulate-based
method become much worse because there are multiple body move-
ments of the volunteer. In contrast, although is relatively noisy
compared to Fig.3(a), ESD signals can still capture the breathing
of the volunteer driver as periodic up-and-down trends. This re-
sult shows the potential of utilizing ESD signals for capturing the
breathing waveform in driving environments.
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Breathing Pattern Extraction

Non-movement Interference Cancellation
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Fine-grained Breathing Pattern Estimation

GAN 
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Figure 4: System architecture of BreathListener.

However, challenges emerge when applying ESD of acoustic sig-
nals for capturing the breathing waveform of drivers. First, acoustic
signals transmitted in driving environments are easily interfered by
multi-path transmissions, especially the line-of-sight(LOS) signals.
Second, breathing patterns need to be extracted from ESD signals
with the existence of other body movements and vehicle dynam-
ics. Third, the detailed breathing waveform of drivers need to be
constructed from the extracted breathing pattern in ESD signals.

3 SYSTEM DESIGN
We propose a breathing monitoring system, BreathListener, which
estimates the fine-grained breathing waveform in driving environ-
ments leveraging acoustic devices on smartphones.

3.1 System Architecture
Fig.4 shows the architecture of BreathListener. The whole system
can be divided into offline part and online part.

Offline Procedure. In the offline part, BreathListener first col-
lects the acoustic signals of drivers during driving and computes
ESD of acoustic signals. After that, in Breathing Pattern Extraction,
BreathListener eliminates the interferences from driving environ-
ments and extract the breathing pattern in ESD signals . Particularly,
BreathListener first reduces the interference of multi-path trans-
mission in ESD signals via Non-movement Interference Cancellation.
Then, BreathListener separates breathing from other movements
and dynamics from driving environments in ESD signals leverag-
ing Ensemble Empirical Mode Decomposition (EEMD), and obtain
coarse-grained breathing patterns in ESD signals.

Afterwards, in Fine-grained Breathing Pattern Estimation, Breath-
Listener designs a deep learning architecture based on Generative
Adversarial Networks (GAN) for estimating the fine-grained breath-
ing waveforms. In particular, BreathListener trains a GAN model
utilizing the coarse-grained breathing patterns from Breathing Pat-
tern Extraction and the corresponding ground-truth collected from
real driving environments.

Online Procedure. In the online part, BreathListener obtains the
coarse-grained breathing pattern of a test driver through ESD Sig-
nals Collection and Breathing Pattern Extraction, same as described
in offline part. Then, in Fine-grained Breathing Pattern Estimation,
BreathListener utilizes the GAN model trained by offline part. The
model takes as input the coarse-grained breathing patterns from
Breathing Pattern Extraction, and generates fine-grained breathing
waveforms for the test driver.
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Figure 5: Illustration of non-movement interference cancel-
lation for ESD signals.

3.2 Breathing Pattern Extraction
According to Section 2.2, although ESD of acoustic signals can
sense the periodic up-and-down trends of chest and belly brought
by breathing procedures of the driver, it is still challenging to extract
the breathing pattern from ESD signals due to the interferences in
driving environments. Concretely, there are two types of interfer-
ences: One is the non-movement interference, which consists of the
line-of-sight(LOS) signals that transmitted directly from speakers
to microphones on smartphones, and also the multi-path interfer-
ences of static objects in driving environments. The other type
of interference is the multi-path interferences of movements in
driving environments, including movements of drivers and dynam-
ics of vehicles. To extract the breathing pattern from ESD signals,
BreathListener need to address these two types of interferences.

3.2.1 Non-movement Interference Cancellation. In order to extract
the breathing pattern in ESD signals, BreathListener first needs to
cancel the non-movement interference in ESD signals, which con-
tains line-of-sight(LOS) interference and multi-path interference
of static background objects in driving environments. To solve the
problem, we utilize the idea of background subtraction[31] to build
a background model. Once the smartphone is fixed at a certain po-
sition in the vehicle, the background model automatically measures
the interferences of LOS signal and static objects in ESD of acoustic
signals. Specifically, given k successive ESD measurements denoted
as {ESD1, . . . ,ESDk }, the background model is initialized as:

B0 =
1
k

k∑
i=1

ESDi . (6)

Since the position of the smartphone and the corresponding driving
environments could change during driving (e.g., open the window,
adjust the seats, etc.). To adaptive to the changes, the background
model is continuously updated by:

Bn = (1 − α)Bn−1 + αESDn , (7)

where Bn is the background model for ESD signal ESDn , n ∈

{1, 2, . . . ,k}, and α ∈ [0, 1] is the updating rate. It is clear that
the updating rate α is crucial to an accurate measurement of the
background model Bn , and BreathListener calculates α as:

α =
| |ESDn − ESDn−1 | |

Max(ESDn ,ESDn−1)
. (8)

The intuition of Eq.8 is that the combination of LOS signals and
static objects reflections are orders of magnitude larger than other

reflections. As a result, when ESD signals changes greatly, the
backgroundmodelBn should adapt to the change as soon as possible
for an accurate measurement of non-movement interferences.

Fig.5 shows the original ESD signal and the signal after non-
movement interference cancellation. It can be seen from Fig.5 that
after the cancellation, the ESD signal is regulated to nearly zero-
mean, whichmeans most non-movement interferences are canceled.
Moreover, the moving averages of the two signals using a 10s win-
dow are also given in Fig.5. It can be seen that the moving average
of the signal after non-movement interference cancellation is much
more flat comparing to the original ESD signals, showing that the
long-term change trend in ESD signals, which could be brought by
the changes of environments, is also filtered out.

3.2.2 EEMD-based Movements Separating. Besides non-movement
interferences, ESD of acoustic signals is also influenced by reflec-
tions of moving objects in driving environments. Therefore, after
eliminating non-movement interferences, BreathListener further
separates breathing from other movements in ESD signals.

In driving environments, there are three common categories of
movements as follows:

• Vibrations of the vehicle, which are introduced by the move-
ments of the vehicle when driving, usually have a relatively
high frequency (0.5Hz − 10Hz).

• Movements of the driver, which refer to movements of oper-
ating steering wheel, shifting gears, etc., have relatively low
frequency (0.1Hz − 2Hz).

• Breathing of the driver, which has a certain frequency from
10 to 35bpm (0.16Hz − 0.6Hz)[25].

Since the frequency ranges of breathing have multiple overlaps
with other two categories of movements, we can not separate
breathing effectively by applying band-pass filters of its frequency
range(0.16Hz − 0.6Hz). Moreover, since breathing and other body
movements can happen at the same distance from the smartphone, it
is also hard to separate breathing by distance-based approaches[22].

To separate breathing from other movements under frequency
and distance overlaps, we need a filter bank that is adaptive to ESD
signals(i.e., the filter bank can figure out the frequency range of each
filter automatically according to ESD signals), and the frequency
ranges of the filters in the bank are overlapped. Empirical Mode
Decomposition (EMD)[13] behaves as such a self-adapting dyadic
filter bank that can satisfy the requirement, if the signal consists
of white noise which has scales populated uniformly through the
whole time-scale or time-frequency space[7][41]. However, uni-
form distributed white noise are often not available in real-world
signals. Since Ensemble Empirical Mode Decomposition(EEMD)
method[42] can add white noise to the signal before performing
EMD. We use EEMD to make the noises of ESD signals close to
uniform distributed white noise. In EEMD method, the original
signal is first added with the white noise of standard derivation
e , and then decomposed by EMD. The noise-adding and decom-
posing procedure repeat n times, and the n decompositions are
averaged as the final result. It should be notice that there are two
key parameters(i.e., e and n) that need to be set properly when
applying EEMD in BreathListener. For achieving a promising de-
composition performance, n need to be sufficiently large (usually
n > 100), and e should be moderate to the standard derivation
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Algorithm 1: EEMD algorithm in BreathListener
Require:

ESD signals of a time period ESD(t);
Standard derivation of add white noise in EEMD e
Parameter of repeating time in EEMD n;

Ensure:
Breathing pattern in ESD signals Cx ;

1: Initialize e = (ESDmax − ESDmin )/4, n = 1000;
2: Run EEMD with ESD, e and n;
3: Compute FFT for each component Ci , i = 1, 2, 3, . . . and find

the component Cx (x ∈ {1, 2, 3, . . .}) with frequency ranges
within 0.16Hz − 0.6Hz;

4: Compute the standard derivation of Cx , Std(Cx );
5: while | |e − 0.55 × std(Cx )| | > 0.45 × Std(Cx ) do
6: e = std(Cx );
7: Repeat step 2 to step 4;
8: end while
9: Output Cx as extracted breathing pattern

of the desired signal(0.1 − 1 times of the standard derivation of
the desired signal is considered as proper according to empirical
studies[42]). In the case of BreathListener, the desired signal is the
breathing-related ESD signal. However, we can not directly get
the standard derivation the signal. So we design an iterative al-
gorithm to set the proper parameters of EEMD in BreathListener
for extracting the breathing pattern, described as Algorithm 1.
As described in line 1 and line 2 of Algorithm 1, BreathListener
first conducts decomposition on ESD signals using EEMD method
with n = 1000 and e = (ESDmax − ESDmin )/4. Fig.6 demonstrates
the decomposition result during a 40s driving. In Fig.6, the ESD
signal is decomposed to four main components, i.e., C1, C2, C3 and
C4. And then BreathListener applies FFT to each component to
find the component whose frequency is mainly within breathing
range(0.16Hz − 0.6Hz), i.e., C3 in Fig.6. After that, as show in line
3 to line 8 of Algorithm 1, BreathListener computes the standard
deviation of C3 as std(C3) and compares it to e . If std(C3) is in the
proper range(i.e., | |e − 0.55 × std(Cx )| | > 0.45 × Std(Cx )), then
BreathListener considers the parameters of EEMD are proper and
outputsC3 as the extracted breathing pattern. If not, BreathListener
sets e = std(C3) and re-conduct EEMD for ESD signals.

To verify the algorithm, we compare the extracted breathing
pattern C3 to actual breathing waveform collected by specialized
sensors and show the result in Fig.7. It can be seen that the extracted
breathing pattern roughly captures the breathing procedure of the
driver in driving environments.

3.3 Fine-grained Breathing Waveform
Estimation

In driving environments, BreathListener aims to obtained drivers’
fine-grained breathing waveforms, which can accurately indicate
the body status of drivers.

Although BreathListener can extract the breathing pattern of a
driver after eliminating the interferences of driving environments
in ESD signals, it can be seen from Fig.7 that the fine-grained char-
acters of actual breathing waveform, such as the amplitude and
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nals with n = 1000 and e = 0.8.
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Figure 7: Breathing waveform extracted from ESD signals &
actual breathing waveform during a 40s driving.

interval of breathing, are not accurately captured in the extracted
breathing waveform.

Since Hilbert spectrum[12] describes the instant frequency of the
waveforms, we transform the extracted breathing waveform and ac-
tual breathing waveform to Hilbert spectrum to exploit the relation-
ship between the two waveforms, as shown in Fig.8. It can be seen
that the Hilbert spectrum of extracted breathing waveform (shown
in Fig.8(a)) only contains the main frequency component comparing
to the Hilbert spectrum of actual breathing waveform (shown in
Fig.8(b)), and thus it is coarse-grained. In order to obtain the fine-
grained waveform, we need to transform the coarse-grained Hilbert
spectrum(Fig.8(a)) to fine-grained Hilbert spectrum(Fig.8(b)). This
problem is similar as the image super-resolution problem to ob-
tain high-resolution images from low-resolution images. And the
image super-resolution has nice solutions by Generative Adver-
sarial Network[8](GAN)-based deep learning methods[35][17][40].
Therefore, we propose a GAN-based deep learning architecture to
obtain the fine-grained breathing waveform.

3.3.1 GAN Background. Generative Adversarial Network (GAN) is
a generative model that aims to generate data that follows a target
distribution (e.g., images) from the input distribution(e.g., noises).
GAN consists of two key components: a generator model G that
learns to generate data G(z) that approximately satisfies a target
distribution PY , from the input z sampled from some distributions
PZ ; and a discriminator model D that learns to distinguish between
the generated data G(z) and the data y sampled from the actual
target data distribution PY . In other words, when training GAN, D
and G play the two-player minimax game[8] as:

min
G

max
D
Ey∼PY logD(y) + Ez∼PZ log(1 − D(G(z))), (9)
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(a) Hilbert Spectrum of Extracted 
Breathing Waveform

(b) Hilbert Spectrum of Actual 
Breathing Waveform

Figure 8: Hilbert spectrum of the extracted breathing wave-
form and actual breathing waveform in Fig.7.

where D(x) represents the probability that x comes from the actual
target data distribution PY .

3.3.2 Building a GAN Architecture for BreathListener. In BreathLis-
tener, we construct a GAN model to obtain fine-grained breathing
waveform. Fig.9 shows the architecture of GAN model in Breath-
Listener. It can be seen from Fig.9 that, given the Hilbert spectrum
of extracted breathing pattern SE as input, the generator model
G aims to output the Hilbert spectrum of fine-grained breathing
waveform SF . Then SF is fed to the discriminator modelD, together
with the Hilbert spectrum of corresponding actual breathing wave-
form SA (SE , SF and SA can be denoted as real-valued matrices
of sizeW × H ). The discriminator model D aims to discriminate
whether the spectrum comes from the real dataset or is generated
by G. With the GAN architecture, the generator model G aims to
fool the discriminator model D, while the discriminator model D
aims not to be fooled by the generator model G. By training G and
D iteratively, the generator model G is able to generate Hilbert
spectrum of breathing waveform SF , which can be close to actual
breathing waveform SA.

Generator Model Architecture: the generator model G of Breath-
Listener is basically a Convolutional Neural Network (CNN)[16], as
illustrated in Fig.9. As we can observe from the figure, the genera-
tor model is designed with 7 convolution blocks for capturing the
fine-grained breathing patterns in Hilbert spectrum. The first block
is to unfold the input to features, and the last block is to produce
the output. Between them are 5 identical residual blocks[10], which
are designed to learn the deep representation of features in Hilbert
spectrum. Within each residual block, we implement a convolu-
tional layers with 3×3 convolution kernels and 128 feature channels
followed by a Batch-Normalization (BN)[14] layer, and then a Leaky
RuLU (LReLU)[20] layer as the activation function. With this com-
plex CNN architecture, the generator modelG is capable to learn the
sophisticated mapping from the extracted coarse-grained breathing
pattern to fine-grained breathing waveform in Hilbert spectrum.

Discriminator Model Architecture: Similar to the generator model
G , the discriminator model D is also a CNN as shown in Fig.9. Since
the task ofD is relatively light, we designD with only 4 convolution
blocks, each with a 3×3 convolution kernels followed by a BN layer
and an LReLU layer. The feature channels of these blocks increase
by a factor of 2 from 64 to 512, which is inspired by the famous
VGG network[38]. Then the 512 channels are sent through two
Fully-Connected (FC)[16] layers to merge the features, and finally
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Figure 9: GAN architecture of BreathListener.

a sigmoid layer to output the probability that current input Hilbert
spectrum comes from the dataset of actual breathing pattern.

Loss Function Design: Since GAN model of BreathListener is a
supervised learning model, the target of training is to minimize the
loss function, which represents the error that BreathListener want
to reduce after training. In BreathListener, we formulate the loss
function as:

l = lc + lr + lad . (10)
lc is the content loss, representing the error between the generate
Hilbert spectrum SF and the Hilbert spectrum of actual breathing
pattern SA, and is defined as

lc =
1

W × H

W∑
x=1

H∑
y=1

(SAx,y −G(SE )x,y )
2, (11)

where G(SE ) is same as SF . It can be seen from Eq.11 that we
calculate the differences element-wisely between SA and SF to build
the the content loss, which can help to capture the details of actual
breathing waveform in Hilbert spectrum. lr is the reconstruction
loss, representing the error between the reconstructed breathing
waveformW F from SF and the actual breathing waveformW A,
and is denoted as:

lr =
1
L

L∑
i=1

(W A
i − H−1(G(SE ))i )

2, (12)

where L is the length ofW A, and H−1(·) represents the reverse
Hilbert transformation, which transforms the Hilbert spectrum to
breathing waveform. lad is the adversarial loss for training GAN
model, which can be denoted as[8]:

lad = log[1 − D(G(SE ))], (13)
whereD(G(SE )) represents the probability that the generatedHilbert
spectrum G(SE ) is recognized as the Hilbert spectrum of actual
breathing pattern SA by the discriminator model D.

By design loss function, BreathListener can train the GAN model
to generate Hilbert spectrum of fine-grained breathing waveform.

3.3.3 Training GANModel for BreathListener. We collect data from
real driving environments to train the GANmodel of BreathListener.
Specifically, we develop an Android-based program to generate and
collect acoustic signals. The program is designed as an Android
App and installed on 5 different types of smartphones, which are
Samsung Galaxy S6, Samsung Galaxy S7, Google Pixel, HTC U
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Figure 10: Breathingwaveformgenerated byGANand actual
breathing waveform collected by specialized sensors during
a 40s driving.

Ultra, and Huawei Mate8, respectively. 20 volunteer drivers (11
males, 9 female, ages 19 − 55) are recruited to the data collection,
with an extra NEULOG Respiration Monitor Logger Sensor worn by
each driver to collect the ground-truth. The smartphones are placed
in different places in vehicles, including the instrument panel, cab
door, cupholder, etc. The data collection spans 5 days and we collect
100 hours data for training.

After data collection, we separate the acoustic signal into slices
with a sliding window of 30s length and 1s sliding step, which pro-
duces nearly 350000 slices. Then BreathListener calculates the ESD
of the slices and further extract the breathing pattern in ESD sig-
nals utilizing methods in Sec.3.2. After that, the extracted breathing
patterns are transformed to Hilbert spectrum as training dataset
X . By combing samples in X and corresponding ground truth as
pairs of training samples, the parameters of generator model G
and discriminator model D are updated iteratively until the cost
function Eq.10 converges. The training progress is implemented
and conducted on Google cloud server.

3.3.4 Generating fine-grained breathing waveforms. After training,
BreathListener utilizes the GANmodel to generate Hilbert spectrum
that contains fine-grained breathing characters based on the Hilbert
spectrum of coarse-grained breathing patterns. Then BreathListener
obtains the fine-grained breathing waveform by transforming the
Hilbert spectrum to the time domain. Fig.10 shows the breathing
waveform generated by BreathListener compared to the correspond-
ing actual breathing waveform during a 40s driving. It can be ob-
served that the breathing waveform generated by GAN is very
close to the actual breathing waveform, even in the detailed trends
during each inhale and exhale.

4 EVALUATION
In this section, we evaluate the performance of BreathListener in
real driving environments.

4.1 Setup
We recruit 10 volunteer drivers (6 males, 4 females, ages 24 − 47,
different from the volunteer drivers in Sec.3.3.3.) to conduct experi-
ments for evaluating the performance of BreathListener, which is
implemented as an Android APP that can estimate the breathing
waveform in driving environments. The APP is installed in 10 smart-
phones, which are of the same 5 types as described in Sec.3.3.3, 2 for

each type. During the experiments, drivers drive with their own ve-
hicles, and the smartphones implemented with BreathListener APP
are placed in different places as the wish of drivers, including the
instrument panel, cab door, cupholder, etc., and drivers are also free
to play music, open the window, etc., during driving. Meanwhile,
the ground truth for the breathing pattern of drivers is monitored
by the NEULOG respiration monitor logger sensor. We conduct our
experiments from 9th April to 22nd April 2018, during which all
the daily driving, such as commuting, shopping, etc., is recorded.

For the purpose of evaluation, we also conduct breathing rates
estimation based on BreathListener system. Specifically, once Breath-
Listener obtains the breathing waveform, we compute the breathing
rate based on peak identification algorithm[19]. And the ground-
truth of breathing rate is achieved by the NEULOG sensor.

4.2 Metrics
To evaluate the performance of BreathListener, we define metrics
as follows:

• Rate Estimation Error: The error of the estimated breath-
ing rate RE from actual breathing rate RA, which is defined
as the absolute difference between RE and RA, i.e., |RE −RA |.

• WaveformEstimationError: The error between estimated
breathingwaveformW E and actual breathingwaveformW A,
which is defined as the same form of reconstruction loss in
Eq.12, where H−1(G(SE ))i in Eq.12 is replaced byW E

i here.
The range is [0, 1].

• Correlation Coefficient: The shape similarity between es-
timated breathing waveformW E and actual breathing wave-
formW A, which is defined as Cov(W E,W A)

σ (W E )σ (W A)
, where Cov(·)

and σ (·) computes the covariance and standard deviation,
respectively. The range is [−1, 1].

The claim of being able to track the breathing pattern would
make more sense if results show that breathing patterns are recog-
nized at transitions as well i.e., from normal to fatigue or slow to
fast. As of now, results are not sufficient for the claim. It is more
of tracking a type of periodic waveform. It is necessary to see how
the proposed signal decomposition and identification algorithms
work during transitions.

4.3 Micro Benchmark
We provide several micro benchmarks of BreathListener, including
the demonstration of breathing waveform estimation and running
time of each component in BreathListener.

4.3.1 Breathing transitions evaluation. Since BreathListener aims at
monitoring the breathing of drivers, we care about the performance
for both normal and abnormal breathing. The demonstration of
normal breathing is shown in Fig.10, and we then focus on abnor-
mal breathing. We ask two drivers to intentionally change their
breathing pattern in four cases during driving, including breathing
from deep to shallow, from shallow to deep, from fast to slow and

Table 1: Running time of BreathListener
Time cost ESD Intf. cancel EEMD GAN Total
Samsung Galaxy S6 0.19s 0.08s 1.81s 0.93s 3.01s
Samsung Galaxy S7 0.05s <0.01s 0.67s 0.26s 0.98s
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(a) From deep to shallow
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(b) From shallow to deep
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(c) From fast to slow
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(d) From slow to fast

Figure 11: Breathing waveform estimation of BreathListener in abnormal transitions.
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Figure 12: Box plot of breathing rate es-
timation error for drivers.

Figure 13: Box plot of breathing wave-
form estimation error for drivers.

Figure 14: Correlation coefficient of
breathing waveform for drivers.

from slow to fast. The result is shown in Fig.11. It can be observed
that the estimated breathing waveform of BreathListener is close
to the actual breathing waveform for all these abnormal breathing
transitions. So BreathListener is able to obtain fine-grained breath-
ing waveform in abnormal breathing transitions. In addition, it
also can be seen from Fig.11 the amplitude of estimated breathing
waveform could deviate a bit from the actual breathing waveform
when the breathing is abnormal. The reason is that the training data
of GAN model in BreathListener consists much less information
for abnormal breathing than normal breathing. The performance
of BreathListener can be further improved with more abnormal
breathing data for training.

4.3.2 Running time evaluation of each components. For evaluat-
ing the real-time performance of BreathListener, we test the run-
ning time for each component in BreathListener on two types of
smartphone of different computing power, i.e., Samsung Galaxy S6
with Mali-T760 CPU and Samsung Galaxy S7 with MSM8996 CPU.
MSM8996 is much more powerful than Mali-T760. Table.1 shows
the running time results. It can be seen from Table.1 that ESD signal
computation and non-movement interference cancellation together
can be finished within 300ms for these two types of smartphones.
While the running time of EEMD-based movements separation and
GAN model is relatively longer. In total, for Samsung Galaxy S7,
the running time of BreathListener is less than 1s , which is appro-
priate for a real-time breathing monitoring system. For Samsung
Galaxy S6, the running time of BreathListener is about 3s , which
shows that less-powerful smartphones could influent the real-time
performance of BreathListener.

4.4 Overall Performance
We evaluate the overall performance of BreathListener for different
drivers and different breathing rate ranges of drivers. Both normal
and abnormal breathing of drivers are included in the following
evaluation.

4.4.1 Evaluation for Different Drivers. Since breathing rate directly
shows a coarse-grained result of breathing estimation, we compute
the breathing rate of drivers base on the breathing waveform ob-
tained by BreathListener. Fig.12 shows the breathing rate estimation
error of each driver. It can be seen from Fig.12 that the breathing
rate estimation errors for each of the 10 drivers is no larger than
0.3bpm (breath per minute), and the average estimation error for
all drivers is as low as 0.11bpm, showing that BreathListener can
achieve accurate breathing rate estimation.

We show the breathing waveform estimation errors for the 10
drivers in Fig.13. As we can observe, the waveform estimation error
for each driver is always lower than 0.28, and the average estimation
error for breathing waveform is as low as 0.08, showing that the
breathing waveform estimation of BreathListener is accurate and
robust to various drivers. We also show the correlation coefficient
of breathing waveform estimation in Fig.14, with all correlation
coefficient larger than 0.9 and the average correlation coefficient
larger than 0.95. Correlation coefficient larger than 0.8 indicates a
strong positive relationship. So the breathing waveform estimation
of BreathListener is highly related to actual breathing waveform.

It also can be seen from Fig.12, Fig.13 and Fig.14 that the es-
timation results for driver 4 and driver 9 is not as good as other
drivers. The reason is that driver 4 prefers to carry the smartphone
in the pocket of trousers during driving, and driver 9 likes wearing
over-sized coats during driving. We will show the impact of smart-
phone placements and clothing of drivers to BreathListener in the
following evaluations.

4.4.2 Evaluation for Different Breathing Rages. Since breathing rate
of people ranges from 10 to 35bpm[25], including slow breathing
(10 − 16bpm), normal breathing (16 − 25bpm) and fast breathing
(25−35bpm), we further evaluate the performance of BreathListener
under different breathing rate range. Fig.15 shows breathing rate
estimation error under different breathing rate range. It can be
seen that although the variance of rate estimation error increases
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Figure 15: Box plot of breathing rate es-
timation error under different breathing
rate ranges.

Figure 16: Box plot of breathing wave-
form estimation error under different
breathing rate ranges.

Figure 17: Correlation coefficient of
breathing waveform under different
breathing rate ranges.
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(b) Correlation coefficient.

Figure 18: Impact of training set size.

a bit as the breathing rate increases, the rate estimation error is
always lower than 0.22bpm, showing BreathListener can estimate
the breathing rate accurately no matter the breathing rate of a
driver is normal, fast or slow.

Fig.16 shows the waveform estimation error of BreathListener
for different breathing rate ranges. We can observe from Fig.16 the
waveform estimation error becomes slightly larger than normal
cases when the actual breathing is slow (lower than 16bpm) or fast
(higher than 25bpm). This is because the training data of normal
breathing are much more than slow or fast breathing for training
the GAN model. However, even in the worst case, the waveform
estimation error is no larger than 0.2. We also show the correlation
coefficient for different breathing rate ranges in Fig.17. It shows
similar results as in Fig.16, with the correlation coefficient always
larger than 0.92.

Since BreathListener can always achieve accurate breathing rate
estimation (lower than 0.3bpm) in the above evaluation, and breath-
ing waveform is a more fine-grained result comparing to breathing
rate, we thus focus on the performance of breathing waveform
estimation(i.e., the waveform estimation error and correlation coef-
ficient) in the following evaluation.

4.5 Impact of Training Set Size
According to Section 3.3.3, we collect about 100 hours driving data
(about 350000 samples) for training GAN model of BreathListener.
Fig.18 shows the impact of training set size on the performance
of breathing waveform estimation. It can be seen that as training
set size increases, the waveform estimation error first decreases
and then goes stable (as shown in Fig.18(a)), and the correlation
coefficient (as shown in Fig.18(b)) first increases and then goes
stable. Specifically, BreathListener obtain the waveform error less
than 0.1 and correlation coefficient larger than 0.95 with 10000
training samples, which corresponds to only 3 hours driving data.
More data improves little to the performance.
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Figure 19: Impact of smartphone placements.

4.6 Impact of Smartphone Placements
In our experiments, we study the impact of smartphone place-
ments for BreathListener by placing smartphones on four different
places during driving, i.e., instrument panel, panel near cab door,
cup-holder and pocket of drivers. Fig.19(a) shows the cumulative
distribution function (CDF) of waveform estimation error. It can
be seen that BreathListener achieves less than 0.14 error for more
than 90% cases in all smartphone placements. The error of placing
smartphones in drivers’ pockets is slightly larger than other cases,
because acoustic could be blocked and interfered by the driver’s
body. In addition, Fig.19(b) shows the correlation coefficient in
different smartphone placements. As we can see, the correlation co-
efficient for instrument panel, panel near cab door and cup-holder
are about 0.97, 0.955 and 0.95, respectively. For driver’s pocket, the
correlation coefficient is still larger than 0.9.

4.7 Impact of Smartphone Vibrations
Vibrations could bring movements to smartphones, and further
influent the performance of BreathListener. To evaluate the impact,
we divide smartphone vibrations for a time period into three levels,
i.e., weak vibration, medium vibration and strong vibration. Specif-
ically, we use the standard derivation of accelerometer readings
as an indicator to determine the level of smartphone vibrations.
During a time period, if the largest standard derivation is smaller
than 1 for all three axis, we take the case as weak vibration. If
the largest standard derivation is between 1 − 5, which could be
brought by slight shakes of vehicles during driving, we take the
case as medium vibration. And if the largest standard derivation
is larger than 5, which could occur when driving on successive
uneven roads, we take the case as strong vibration. We plot the
CDF of the waveform estimation error and the correlation coeffi-
cient of breathing waveform estimation under different levels of
smartphone vibration in Fig.20(a) and Fig.20(b), respectively. It can
be seen from Fig.20(a) and Fig.20(b) that the waveform estimation
error of BreathListener is lower than 0.1 for more than 80% cases
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Figure 20: Impact of smartphone vibrations.
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Figure 21: Impact of drivers’ clothing.

of weak and medium vibration, and the corresponding correlation
coefficient is larger than 0.94. The result shows that BreathListener
can still obtain accurate breathing waveform estimation under weak
or medium smartphone vibration. For strong smartphone vibration,
the waveform estimation error is larger than 0.15 for 40% cases, and
the correlation coefficient is about 0.83. Therefore, strong smart-
phone vibration(which could occur when driving on successive
uneven roads) could influent the accuracy of estimated breathing
waveform in BreathListener.

4.8 Impact of Clothing
We conduct an extensive experiment to evaluate the performance
of BreathListener under different clothing of drivers. In particular,
we evaluate four different typical clothing: shirt, shirt+sweater,
shirt+coat, and shirt+sweater+coat. The result is shown in Fig.21.
It can be seen that for all kinds of clothing, BreathListener achieves
that 80% waveform estimation errors are less than 0.1. Moreover,
it can be seen from Fig.21(a) that BreathListener performs slightly
better when drivers wear less clothes. This is because clothes, es-
pecially loose clothes like coats, could block acoustic signals and
partly hide the body movement brought by breathing. In addition,
it can be seen from Fig.21(b) that for the worst case when the driver
wears ‘shirt+sweater+coat’, the correlation coefficient is still larger
than 0.91. Therefore, BreathListener can estimate the breathing
waveform accurately even when drivers wear a lot.

4.9 Impact of Road Types and Traffic
Conditions

Traffic conditions and road types may influent drivers’ driving be-
haviors and vehicle conditions, thus could impact the performance
of BreathListener. We analyze the collected traces of different traffic
conditions (during peak time and off-peak time) and different road
types (on local road and highway), respectively. Fig.22(a) shows
the CDF of the waveform estimation error under all four combina-
tions of road types and traffic conditions. It can be seen that the
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Figure 22: Impact of road types and traffic conditions.

waveform estimation error is lower than 0.11bpm for more than
80% cases at any combination of road types and traffic conditions.
Fig.22(b) shows the correlation coefficient for breathing waveform
estimation under different road types and traffic conditions, it can
be seen that the correlation coefficient is always larger than 0.93.
Moreover, during peak time, the estimation error is slightly larger
because drivers may performmore driving operations during heavy
traffic, which brings interferences to BreathListener. For different
road types, the estimation error on local roads is slightly larger be-
cause on local roads, vehicles may suffer from poor road conditions,
such as bumpy roads, which brings extra interferences.

5 DISCUSSION
We further exploit breathing monitoring problem when there are
multiple people in a vehicle. Considering the blockage of seats to
acoustic signals, the breathing and movements of rear seats pas-
sengers can be ignored. Therefore, we only consider the case when
driving with a co-pilot. According to Section.3.2.2, BreathListener
decomposes ESD signals through EEMD and considers the compo-
nent mainly within the breathing frequency range (0.16Hz−0.6Hz),
as the breathing pattern of the driver in ESD signals.

Fig.23 shows the EEMD result when there is a co-pilot during
diving, and the smartphone is placed on the operating panel. It can
be seen that two candidate components, i.e.,C3 andC4, fall into the
breathing frequency range, which could related to the driver and
the co-pilot. Considering the ESD amplitude of C3 is much larger
than C4, and the smartphone is placed much closer to the driver
than the co-pilot, C3 is much likely related to the driver. However,
since breathing movements of the driver and the co-pilot are close
in frequency, there exists co-channel interference and adjacent-
channel interference[33] in ESD signals. Therefore, when apply
EEMD, the result components of the two breathing movements
could interfere to each other so that they will looks similar in the
trends, as C3 and C4 shown in Fig.23.

To extract the accurate breathing pattern for the driver, we need
to reduce the interference of the co-pilot. We take advantage of
the amplitude differences between the breathing-related EEMD
component for driver and that of the co-pilot. According to the
algorithm of EEMD, we can reduce the interferences in EEMD
result by making the parameter e (standard deviation of white
noise) too large for the breathing of the co-pilot in ESD signals, but
still appropriate for the driver. Specifically, when BreathListener
detects two candidate components CA and CB in the frequency
range (0.16Hz − 0.6Hz), it first calculates their standard deviation
as StdCA and StdCB . Then, BreathListener changes the parameter
as e =

√
StdCA × StdCB to perform the EEMD again. Fig.24 shows
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Figure 23: EEMD result of ESD signals
when driving with a co-pilot.

Figure 24: EEMD result after reduction
of interference from the co-pilot.

Figure 25: Waveform estimation error
when driving with a co-pilot.

the EEMD result after reducing interference, there is only one
component, i.e., C3, related to the breathing.

It is also should be noticed that the interference of the co-pilot
grows when the smartphone placed closer to the co-pilot. Fig.25
shows the breathing waveform estimation error for the driver when
driving with a co-pilot, with the smartphone in different placements.
It can be seen from Fig.25 that when the smartphone moves closer
to the co-pilot (from cab door to the cup-holder), the waveform
estimation error increases. Specially, when the smartphone is placed
on the cup-holder, the error increases to nearly 0.5, showing that
BreathListener can not distinguish breathing from the driver and
the co-pilot when the smartphone is placed right in the middle of
the driver and the co-pilot, which is the ‘blind spot’ of our system.
However, in other smartphone placements, such as cab door and
instrument panel, the breathing waveform estimation error is lower
than 0.18 after interference reduction. The result shows that besides
the ’blind spot’, BreathListener is able to accurately capture the fine-
grained breathing waveform of a driver even with a co-pilot in the
vehicle.

6 RELATEDWORK
In this section, we review the existing works related to Breath-
Listener. There have been existing works on monitoring the vi-
tal signals of drivers. Among all kinds of vital signals, breathing
pattern[11][43], cardiac pattern[23][37], and EEG pattern[29][18]
are most commonly monitored and exploited. However, these solu-
tions rely on pre-deployed infrastructure or additional hardware,
which are intrusive and also incur a high cost.

To provide ubiquitous breathing estimation without contact, re-
searchers have proposed solutions utilizing RF signals [4] [32] and
WiFi signals[1][19][2]. For RF-based approaches, radar modules[32]
and UWB radars[4] are leveraged to detect the chest motion for
breathing estimation. For WiFi-based approaches, the breathing
pattern is traced leveraging the received signal strength (RSS)[1],
channel state information (CSI)[19] or phase information[2] ofWiFi
signals. However, the above approaches require additional RF and
WiFi deployment, which is not convenient in driving environments.
Although several types of smartphones are embedded with NFC
model that support RF reading, currently the RF card on smart-
phones is not capable to serve as an active RF radar that is powerful
enough to track the breathing pattern. Moreover, they also require
relatively stationary state and relatively quiet environment.

More recently, a number of approaches that leveraging the built-
in sensors of off-the-shelf smartphones for breathing estimation

have been proposed[15] [3][34][26][27]. Jonathan et al.[15] esti-
mate the breathing pattern by extract the PPG signal from the
photos taken by cameras in a smartphone. Zephyr[3] utilizes the
accelerometer and gyroscope of the smartphone to estimate the
breathing rate. Ren et al.[34] monitor the breathing rate leveraging
the breathing sounds when people are sleeping. These approaches
can only estimation the breathing rate, but not the fine-grained
breathing waveform. Nandakumar et al.[26][27] uses FMCW of
acoustic signals to detect several breathing-related diseases. Al-
though these works can track the breathing waveform of subjects,
they do not consider separating breathing from other body move-
ments of a subject, which makes them unsuitable in tracking breath-
ing waveform of dynamic drivers in noisy driving environments.

Recent years havewitnessed tremendous development for acoustic-
based tracking technology. AAmouse[45] realizes a virtual mouse
for VR/AR games leveraging acoustic devices of smartphones. CAT[21],
LLAP[39], FingerIO[28] and Strata[44] track movements of a fin-
ger/hand with acoustic devices on smartphones, which can achieve
sub-centimeter error. However, all of these acoustic-based approaches
can only capture movements of the object nearest to acoustic de-
vices. Since drivers constantly perform body movements during
driving, such as steering, braking, etc., these approaches can not
accurately capture the movements brought by breathing.

Unlike all of the existing works, BreathListener estimate the fine-
grained breathing waveform from dynamic drivers in noisy driving
environments leveraging only acoustic devices on smartphones.

7 CONCLUSIONS
In this paper, we address the problem of providing fine-grained
breathing monitoring in driving environments. Particularly, we
propose a fine-grained breathing monitoring system, BreathLis-
tener, which utilizes acoustic devices on smartphones to estimate
fine-grained breathing waveform in driving environments. Breath-
Listener first captures the breathing pattern of drivers leveraging the
energy spectrum density (ESD) of acoustic signals, then filters the
influence of environmental noises, and further extract the breath-
ing pattern in ESD signals. After that, we propose a deep learning
architecture based on Generative Adversarial Network (GAN) to
generate fine-grained breathing waveform. Experiments in real
driving environments validates the accuracy of BreathListener for
fine-grained breathing waveform estimation.
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